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A rapid spin-lattice ${ }^{14} \mathrm{~N}$ relaxation caused by an $\mathrm{N}-\mathrm{H}$ proton transfer reaction in the solid state is likely to affect the ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ residual dipolar coupling generally observed in ${ }^{13} \mathrm{C}$ CPMAS spectroscopy. A simple analysis is presented for studying the conditions under which the carbon resonances will be self-decoupled from the influence of ${ }^{14} \mathrm{~N}$ nuclei. The implications of the results as to the nature of the proton potential energy profile are also discussed.

The hydrogen bond has been a continuous centre of attention, owing to its significance in areas as diverse as the stabilization of crystal architectures, ${ }^{1}$ the loss of information in DNA, ${ }^{2}$ and the construction of chemical memory devices. ${ }^{3}$ Special interest has been focussed on systems where tautomeric changes can accompany a proton migration along a hydrogen bond. The solid phase offers a particularly interesting environment, where structural details may be available from diffraction data. Different crystal packing arrangements may introduce a variety of subtle effects, the understanding of which conveys relevant implications concerning the properties of hydrogen bonded systems. ${ }^{4-7}$

For a typical structure such as (1), the shape of the proton potential energy function in the solid state has been a matter of concern over the years. ${ }^{8-10}$ Broadly speaking, three different situations may arise: (i) a dynamic interconversion between tautomers (1a) and (1b), corresponding to a double minimum potential energy function with a low activation barrier, (ii) a disordered solid containing a static mixture of (1a) and (1b), characteristic of double potentials with rather high activation barriers, and (iii) a single, resonance structure (1c) typical of single minimum potentials. ${ }^{11}$



(1a) $X=0, N\left(R^{5}\right)$
anisotropic thermal ellipsoid. ${ }^{12}$ It should be noticed that bond length information is seldom useful in this regard, since for all of the three possibilities discussed above a statistically averaged structure will be observed around the $\mathrm{N}-1, \mathrm{C}-1, \mathrm{C}$ -2,C-3,X moiety.

Spectroscopic methods rely on the possibility of matching their own time scale with that of the dynamical process under investigation. Solid-state NMR measurements have been successfully used to study a number of proton-transfer reactions by applying two dimensional, ${ }^{6}$ relaxation, ${ }^{7}$ and line-shape techniques. ${ }^{4}$ The latter constitute the most popular form of dynamical NMR analyses. An equilibrium (1a) $=(\mathbf{1 b})$ showing exchange broadening and coalescence phenomena can be distinguished from static disorder, in which case separate, nonexchanging lines for both structures will be observed. On the other hand, it will be difficult to discern between a reaction which is fast on the NMR time scale in the accessible temperature range and the occurrence of a single minimum structure (1c), since both of these cases will lead to the observation of averaged signals.

The present work analyses the relation between the shape of the hydrogen energy profile to a phenomenon commonly observed in ${ }^{13} \mathrm{C}$ CPMAS spectroscopy, namely the ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ residual dipolar coupling. The presence of an electric field gradient (EFG) at the ${ }^{14} \mathrm{~N}$ atoms causes a perturbation in the nuclear Zeeman eigenstates $|+1>| 0>$,, and $\mid-1>$ via the coupling with the nuclear quadrupole moment. As a result, the magic-angle spinning (MAS) experiment is no longer able to suppress the ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ dipolar interaction. ${ }^{13-15}$ The effect is observed in the carbon spectra as $2: 1$ splittings, or as non-Lorentzian line shapes arising from unresolved splittings. ${ }^{16-18}$

Quite recently, the collapse of these splittings due to a fast ${ }^{14} \mathrm{~N}$ spin-lattice relaxation has been discussed, but without resort to any specific mechanism. ${ }^{19,20}$ In the present report, a simple theoretical analysis of the consequences of an $\mathrm{N}-\mathrm{H}$ proton transfer reaction taking place in the solid state on the residual dipolar splittings is presented, and conclusions are drawn as to the ability of this mechanism in producing the self-decoupling effect. The implications regarding the proton potential energy profile are also discussed.

## Results and Discussion

It has been already shown that a first-order perturbative approach may be appropriate for studying the splittings induced by ${ }^{14} \mathrm{~N}$ nuclei in the signals of adjacent carbons. ${ }^{16}$ Within this approximation, the partition $S$ is given by the equation (1).
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Figure 1. Location of $z_{\mathrm{EFG}}$ axes at $\mathrm{N}-1$ in tautomers (1a) and (1b). The molecule fixed $F$ system is also shown.


Figure 2. Orientation of the $z_{\text {EFG }}$ axes at $\mathrm{N}-1$ in (1a) and (1b) and of the spinning axis $z_{\mathrm{M}}$ in the crystal fixed $C$ system.


Figure 3. Orientation of the external field and the $z$ axis of the $C$ system in the MAS frame used to derive equations (4) and (5). The $z_{C}$ axis has been arbitrarily placed in the $x_{M} z_{\mathrm{M}}$ plane.

$$
\begin{equation*}
S=(9 D \chi / 20 Z)\left(3 \cos ^{2} \beta^{D}-1+\eta \sin ^{2} \beta^{D} \cos 2 \alpha D\right) \tag{1}
\end{equation*}
$$

where $D$ is the dipolar ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ coupling constant, $\chi$ is the ${ }^{14} \mathrm{~N}$ quadrupole coupling constant, $Z$ is the nitrogen Zeeman frequency, $\eta$ is the asymmetry parameter of the EFG, and $\beta^{D}$ and $\alpha^{D}$ define the orientation of the internuclear vector $r_{C N}$ in the principal axis system (PAS) of the quadrupole tensor. ${ }^{16}$ This
approach gives satisfactory results provided that information is known concerning bond distances and angles for the molecule under study, as well as quadrupole parameters for the ${ }^{14} \mathrm{~N}$ nuclei. The angles $\beta^{D}$ and $\alpha^{D}$ can be estimated if reasonable assumptions are made regarding the arrangement of $p$ orbitals at the nitrogen atoms. ${ }^{17}$ Since the $z_{\mathrm{EFG}}$ axis is normally deemed to be coincident with the direction of the lone pair, ${ }^{21}$ for the coupling $\mathrm{C}-1, \mathrm{~N}-1$ in structure (1a) the angle $\beta^{D}$ can be set at $90^{\circ}$. On the other hand, the lone pair in (1b) can be assumed to lie in the molecular plane, bisecting the $\mathrm{R}^{1}, \mathrm{~N}-1, \mathrm{C}-1$ angle. This implies $\beta^{D}=60^{\circ}$ (Figure 1). Although the exact location of the $x_{\mathbf{E F G}}$ and $y_{\mathrm{EFG}}$ axes is required to define completely the splitting $S$, this is not necessary when the EFG has axial symmetry. In what follows, quadrupole tensors will be considered axially symmetric at both chemical sites.

From the analysis of Figure 1 it can be inferred that the proton-transfer reaction induces a corresponding jump of the $\mathrm{N}-1 z_{\mathrm{EFG}}$ axis between two different sites. This effect, in turn, is likely to contribute to the spin-lattice relaxation of this nitrogen. If $\chi$ is assumed to adopt the same value both at (1a) and (1b), then the phenomenon is formally equivalent to the well known two-site jumps of deuterons (e.g., as in $180^{\circ}$-flipping phenyl rings). In the present case, however, the change in direction of the $z_{\text {EFG }}$ axis is provided by a rearrangement of bonds instead of by a physical rotation of the $\mathrm{C}^{-2} \mathrm{H}$ bond in space. It has been previously shown that the spin-lattice relaxation time of a ${ }^{2} \mathrm{H}$ nucleus jumping between two non-equivalent sites can be given by equation (2) ${ }^{22}$ where $g(\tau, \omega)=\tau /\left(1+\omega^{2} \tau^{2}\right) ; \omega_{S}=\gamma_{S} B_{\mathrm{o}}$

$$
\begin{align*}
& 1 / T_{1}=\omega_{\mathrm{Q}}^{2} p_{1} p_{2} \sin ^{2} 2 \Theta\left\{g ( \tau , \omega _ { S } ) \left[\cos ^{2} \theta+\right.\right. \\
& \left.\sin ^{2} \theta \cos ^{2} \varphi\left(1-4 \cos ^{2} \theta\right)\right]+ \\
& \left.g\left(\tau, 2 \omega_{S}\right) 4 \sin ^{2} \theta\left(1-\sin ^{2} \theta \cos ^{2} \varphi\right)\right\} \tag{2}
\end{align*}
$$

$\left(S={ }^{2} \mathrm{H}\right) ; \omega_{\mathrm{Q}}=3 e^{2} q Q / 4 \hbar=3 \chi \pi / ; p_{1}$ and $p_{2}$ are the populations of sites 1 and $2 ; \tau=\left(k_{12}+k_{21}\right)^{-1} ; \Theta$ is the angle made by both orientations of the $z_{\mathrm{EFG}}$ axis with a crystal-fixed axis $z_{\mathrm{C}}$ and $\theta$ and $\varphi$ are the polar and azimuthal angles defining the orientation of the external field in the $C$ system. In the case under study, where the ${ }^{14} \mathrm{~N} z_{\mathrm{EFG}}$ axis undergoes $90^{\circ}$ jumps with any chemical exchange act, we can place the $z_{\mathrm{C}}$ axis as shown in Figure 2, corresponding to $\Theta=45^{\circ}$.

Increasing ${ }^{14} \mathrm{~N}$ relaxation has been suggested to affect the lines of carbons bonded to nitrogen through the transition rate $p_{o, \pm 1}$ between the $\mid 0>$ and $\mid \pm 1>$ states. ${ }^{20}$ We can identify this rate with the terms in equation (2) containing the spectral density $g\left(\tau, \omega_{s}\right)\left(S={ }^{14} \mathrm{~N}\right)$. Furthermore, a proper expression for the MAS experiment should take into account the time dependence of the angles $\theta$ and $\varphi$ due to the sample spinning. In this case, $p_{0, \pm 1}$ would be as shown in equation (3) where $p_{\mathrm{a}}$ and $p_{\mathrm{b}}$ are the populations of tautomers (1a) and (1b) respectively.

$$
\begin{align*}
& p_{0, \pm 1}=\left(9 \pi^{2} \chi^{2} / 4\right) p_{a} p_{\mathrm{b}} g\left(\tau, \omega_{\mathrm{s}}\right)\left\{\cos ^{2} \theta(t)+\sin ^{2} \theta(t)\right. \\
&\left.\cos ^{2} \varphi(t)\left[1-\cos ^{2} \theta(t)\right]\right\} \tag{3}
\end{align*}
$$

If the further assumption is made that the spinning frequency $\left(\omega_{\mathrm{r}} / 2 \pi\right)$ is higher than all values of $p_{0, \pm 1}$ it is possible to average equation (3) in time to obtain the appropriate orientationally dependent equation under MAS conditions. ${ }^{22}$ With the direction of the spinning axis defined by $\theta_{M}$ and $\varphi_{M}$ (Figures 2 and 3), the relations (4) and (5) can be set where $\gamma$ is the magic angle. Substituting equations (4) and (5) in equation (3) and

$$
\begin{equation*}
\cos \theta(t)=\sin \gamma \cos \omega_{\mathrm{r}} t \sin \theta_{\mathrm{M}}+\cos \gamma \cos \theta_{\mathrm{M}} \tag{4}
\end{equation*}
$$

$\sin \theta(t) \cos \varphi(t)=\cos \gamma \sin \theta_{M} \cos \varphi_{M}+\sin \gamma\left(\sin \omega_{1} t \cdot \sin \varphi_{M}-\right.$ $\left.\cos \omega_{\mathrm{r}} t \cos \theta_{\mathrm{M}} \cos \varphi_{\mathrm{M}}\right)$,

Table 1. Values of $p_{0, \pm 1}^{\prime} / k$ and $S_{a v}^{\prime}$ as a function of the angles $\theta_{\mathrm{M}}$ and $\varphi_{\mathrm{M}}{ }^{a}{ }^{a}$

| $\theta_{\text {M }}$ | $\varphi_{M}$ | $\begin{aligned} & p_{0,+1}^{\prime} / \\ & 10^{-3} k^{b} \end{aligned}$ | $S_{\text {av }}^{\prime} / \mathrm{Hz}^{\text {c }}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 4.8 | 77 |
| 30 | 0,180 | 11.1 | 81, 90 |
| 30 | 30, 150, 210, 330 | 9.8 | 78, 78, 74, 64 |
| 30 | 60, 120, 240, 300 | 7.2 | 59, 53, 67, 51 |
| 30 | 90, 270 | 6.0 | 48, 56 |
| 60 | 0, 180 | 11.1 | 82, 84 |
| 60 | 30, 150, 210, 330 | 10.4 | 61, 30, 80, 45 |
| 60 | 60, 120, 240, 300 | 9.0 | 40, 8, 76, 42 |
| 60 | 90, 270 | 8.4 | 36,80 |
| 90 | 0 | 4.8 | $82^{\text {d }}$ |
| 90 | 30, 150 | 6.0 | 69, $25{ }^{\text {d }}$ |
| 90 | 60,120 | 8.4 | $79,35^{\text {d }}$ |
| 90 | 90 | 9.6 | $103{ }^{\text {d }}$ |

${ }^{a}$ The following values were used in the calculations: $\chi=-2 \mathrm{MHz}$; $Z=7.23 \mathrm{MHz} ; p_{a}=p_{b}=1 / 2$ in equation (6); $r_{\mathrm{CN}}=1.4 \AA ; \beta^{D}=90^{\circ}$ for site (1a); $\beta^{D}=60^{\circ}$ for site (1b). ${ }^{b}$ Here $k=\tau^{-1} / 2$. ${ }^{c}$ Splittings are given in the order corresponding to $\varphi_{\mathrm{M}}$. ${ }^{d}$ Due to symmetry considerations, only half of the values are listed for $\theta_{\mathrm{M}}=90^{\circ}$.
averaging in time leads to equation (6) where' denotes an orientationally dependent magnitude.

$$
\begin{align*}
& p_{0, \pm 1}^{\prime}=\left(\pi^{2} \chi^{2} / 2\right) p_{a} p_{\mathrm{b}} g\left(\tau, \omega_{\mathrm{s}}\right)\left[2-\cos ^{2} \theta_{\mathrm{M}}-\right. \\
&\left.-\cos ^{2} \varphi_{\mathrm{M}}\left(1-\cos ^{2} \theta_{\mathrm{M}}\right)\left(1-7 \cos ^{2} \theta_{\mathrm{M}}\right)\right] \tag{6}
\end{align*}
$$

To illustrate the effect for carbon $\mathrm{C}-1$ in structure (1), the following values will be assumed: $\mathrm{C}-1, \mathrm{~N}-1$ distance, $1.4 \AA$; $\chi(\mathrm{N}-1)=-2 \mathrm{MHz} ; p_{a}=p_{b}=1 / 2$; and $\Delta v(\mathrm{C}-1)=v_{b}-v_{a}=$ $500 \mathrm{~Hz}[\Delta \delta(\mathrm{C}-1) c a .20 \mathrm{ppm}$ at 2.3 T$]$, where $v_{a}$ and $v_{b}$ are the frequencies of the signals of $\mathrm{C}-1$ in (1a) and (1b). A coalesced line is expected for this carbon when $\tau^{-1} \gg v v(\mathrm{C}-1)$, whereas the collapse of the ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ dipolar splitting will take place for $p_{0, \pm} \gg S$. The analysis of equation (6) shows that ${ }^{14} \mathrm{~N}$ quadrupole relaxation effects are expected to be noticeable when the carbon signals corresponding to sites (1a) and (1b) are already coalesced. Therefore, to get an idea of the ability of the quadrupole relaxation in producing the collapse of the residual dipolar splittings, the values of $p_{0, \pm 1}^{\prime}$ should be compared with those of the averaged splittings $S_{\mathrm{av}}^{\prime}=(1 / 2)\left(S_{a}^{\prime}+S_{b}^{\prime}\right)$ where $S_{a}^{\prime}$ and $S_{b}^{\prime}$ are the partitions predicted for $\mathrm{C}-1$ in the tautomeric forms (1a) and (1b) respectively. The latter must be evaluated at different orientations $\theta_{\mathrm{M}}$ and $\varphi_{\mathrm{M}}$, and this can be done by using the previously reported expression (7); ${ }^{18} \zeta_{z i}$ and $\zeta_{r}$ being the

$$
\begin{align*}
& S_{i}^{\prime}=(9 D \chi / 4 Z)\left\{\cos ^{2} \beta_{i}^{D}-(1 / 6)\left[1+\cos ^{2} \zeta_{z i}+\cos ^{2} \zeta_{r}\right.\right. \\
&\left.\left.\left(1-9 \cos ^{2} \zeta_{z i}\right)+2\left(\cos \beta_{i}^{D}+\cos \zeta_{z i} \cos ^{\prime} \zeta_{r}\right)^{2}\right]\right\} \tag{7}
\end{align*}
$$

angles made by the $z_{\mathrm{EFG}}$ axis at each site and the $\boldsymbol{r}_{\mathrm{CN}}$ vector with the spinning axis respectively. From Figures 1 and 2, the value of $\cos \zeta_{z a}, \cos \zeta_{z b}$, and $\cos \zeta_{r}$ can be shown to be:

$$
\begin{align*}
& \cos \zeta_{z a}=\sqrt{2}\left(\cos \theta_{M}+\sin \theta_{M} \cos \varphi_{\mathrm{M}}\right) / 2  \tag{8}\\
& \cos \zeta_{z b}=\sqrt{2}\left(\cos \theta_{\mathrm{M}}-\sin \theta_{\mathrm{M}} \cos \varphi_{\mathrm{M}}\right) / 2  \tag{9}\\
& \cos \zeta_{r}=\sqrt{2} \cos \theta_{\mathrm{M}} / 4-\sin \theta_{\mathrm{M}}\left(\sqrt{2} \cos \varphi_{\mathrm{M}} / 4\right.+ \\
&\left.+\sqrt{3} \sin \varphi_{\mathrm{M}} / 2\right) \tag{10}
\end{align*}
$$

Table 1 shows values of $S_{a v}^{\prime}$ and $p_{0, \pm 1}^{\prime}$ for a regime in which $\tau^{2} \omega^{2}{ }_{s} \gg 1$, as a function of $\theta_{\mathrm{M}}$ and $\varphi_{\mathrm{M}}$. Most of the splittings are expected to be collapsed when $k>c a .10^{4} \mathrm{~s}^{-1}$. On the other hand, analysis of the region $\tau^{2} \omega^{2}{ }_{s} \ll 1$ shows that the ${ }^{14} \mathrm{~N}$
relaxation effect will no longer be effective for residence times smaller than $c a .10^{-11} \mathrm{~s}$. Thus a self-decoupling phenomenon is expected in the range $10^{4}<k<10^{11} \mathrm{~s}^{-1}$.

Effects of ${ }^{14} \mathrm{~N}$ relaxation on carbon lines affected by dipolar coupling to nitrogen have been previously analysed using an analogy with chemical exchange. ${ }^{20}$ In this simple, stochasticLiouvillian approach carbons at each chemical site that are associated with different ${ }^{14} \mathrm{~N}$ spin states are assumed to undergo exchange with rates given by the transition probabilities among nitrogen eigenstates. ${ }^{23}$ In the present case a four-sites problem may be adequate, with frequencies $v_{a}+2 S_{a}^{\prime} / 3, v_{a}-S_{a}^{\prime} / 3, v_{b}+$ $2 S_{b}^{\prime} / 3$, and $v_{b}-S_{b}^{\prime} / 3$, and populations in the ratio $1: 2: 1: 2$. Since the $S^{\prime}$ are orientationally dependent, the final line shape should be calculated by adding the individual ones arising from all orientations in space. This can be done by scanning the angles $\theta_{M}$ and $\varphi_{M}$ as is usual in the computation of NMR powder patterns. The results are presented in Figure 4 in comparison with a similar calculation involving no ${ }^{14} \mathrm{~N}$ quadrupole relaxation. Both columns are comparable in the slow exchange limit, where the residual coupling to ${ }^{14} \mathrm{~N}$ is clearly noticed. When the carbon lines coalesce, however, a self-decoupling induced by the mechanism under study is observed [Figure $4(a),(b)]$. Not shown in this figure are the line shapes for exchange rates higher than $c a .10^{11} \mathrm{~s}^{-1}$. Within the present ${ }^{14} \mathrm{~N}$ relaxation model they exhibit ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ residual coupling effects identical with those obtained by considering an infinitely long $T_{1 \mathrm{~N}}$.

The above discussion was explicitly based on the existence of a double-minimum potential for the proton transfer process. However, it is also possible for the $\mathrm{N}-\mathrm{H}$ proton to be confined to a single-minimum potential structure (1c). In this case, the quadrupole-induced relaxation may not be favourable for the nitrogen nuclei, allowing the ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ splittings to be observed. It is interesting to compare the magnitude of the predicted splitting for the signal of C -1 in structure (1c) with that calculated for a fast equilibrium (1a) $=(\mathbf{1 b})$ in the absence of ${ }^{14} \mathrm{~N}$ relaxation effects. Thus attention will be focussed on the dynamically averaged splitting $S_{a v}=p_{a} S_{a}+p_{b} S_{b}$ where $S$ now denotes the distance between the centres of mass of the two lines generated by the residual dipolar coupling to $\mathrm{N}-1$, as given by equation (1). If the values of $\beta^{D}$ assumed above for each tautomeric structure are introduced in equation (1), one obtains:

$$
\begin{equation*}
S_{a v}=-(9 D \chi / 80 Z)\left(1+3 p_{a}\right) \tag{11}
\end{equation*}
$$

This $S_{a v}$ can also be seen as arising from an average quadrupole tensor characterized by $\chi_{a v}$ and, in general, by $\eta_{a v}$ :

$$
\begin{equation*}
S_{a v}=\left(9 D \chi_{a v} / 20 Z\right)\left(3 \cos ^{2} \beta_{a v}^{D}-1+\eta_{a v} \sin ^{2} \beta_{a v}^{D} \cos 2 \alpha_{a v}^{D}\right) \tag{12}
\end{equation*}
$$

Assuming that the $\mathrm{R}^{1}, \mathrm{~N}-1, \mathrm{C}-1$ moiety has an approximate plane of symmetry ( $y_{F} z_{F}$ in this case; see Figure 1), the average tensor at N -1 will be diagonal in the $F$-axis system, with principal values given by $-(1 / 2) \chi$ along $x_{F},\left(-p_{a} / 2+p_{b}\right) \chi$ along $y_{F}$, and $\left(p_{a}-p_{b} / 2\right) \chi$ along $z_{F}$. Plots of these EFG components are shown in Figure 5, which can be divided into four regions according to the labelling of $x_{\mathrm{EFG}}, y_{\mathrm{EFG}}$, and $z_{\mathrm{EFG}}$ axes. Table 2 shows those assignments, together with the values of $\chi_{a v}, \eta_{a v}$, and the resulting angles $\beta_{a v}^{D}$ and $\alpha_{a v}^{D}$ As expected, splittings calculated by introducing the average values in equation (12) conform to the results given by equation (11).
In a single-minimum potential structure $\mathrm{N}-1$ will exhibit a unique EFG tensor, with properties intermediate between those at sites (1a) and (1b). An elegant method for connecting quadrupole parameters and directions of the principal axes of the quadrupole tensor to the ${ }^{14} \mathrm{~N}$ p-orbital populations has been described by Vega. ${ }^{24} \mathrm{He}$ related the properties of the EFG tensor to four effective charges $Q_{i}\left(i=1,2,3,4\right.$, where $\varphi_{1}$ and $\varphi_{2}$


Figure 4. Left column: calculated line shapes for carbon $\mathrm{C}-1$ in a structure showing proton migration between (1a) and (1b) when ${ }^{14} \mathrm{~N}$ spin-lattice relaxation is present. A four-sites chemical exchange analogy has been used, with site frequencies given by $v_{1}=+250 \mathrm{~Hz}+$ $2 S_{b}^{\prime} / 3, v_{2}=+250 \mathrm{MHz}-S_{b}^{\prime} / 3, v_{3}=-250 \mathrm{~Hz}+2 S_{a}^{\prime} / 3$, and $v_{4}=-$ $250 \mathrm{~Hz}-S_{a}^{\prime} / 3$, and site populations in the ratio $1: 2: 1: 2$. Rate constants are $k_{13}=k_{31}=k_{24}=k_{42}=k, k_{14}=k_{41}=k_{23}=k_{32}=$ 0 , and $k_{21}=k_{43}=k_{12} / 2=k_{34} / 2=p_{0, \pm 1}^{\prime}$. Values of $k=\tau^{-1} / 2$ used in the simulations are (in s ${ }^{-1}$ ): (a) $5.10^{4}$; (b) $10^{4}$; (c) $5.10^{3}$; (d) $10^{3}$; (e) $5.10^{2}$; (f) $10^{2}$; and (g) 10 . Splittings $S^{\prime}$ were calculated using equations (7)(10), with $r(\mathrm{C}-1, \mathrm{~N}-1)=1.4 \AA, \chi(\mathrm{~N}-1)=-2 \mathrm{MHz}, Z=7.23 \mathrm{MHz}$, $\beta^{D}=90^{\circ}$ at (1a), and $\beta^{D}=60^{\circ}$ at (1b), whereas the rates $p_{0, \pm 1}^{\prime}$ were calculated through equation (6) introducing $p_{a}=p_{b}=1 / 2$ and the corresponding value of $k$. The signals shown are a superposition of all line shapes arising after scanning the angles $\theta_{M}$ and $\varphi_{M}$ and giving each signal a weight equal to $\sin \theta_{\mathrm{M}}$. Right column: predicted line shapes in the absence of quadrupole relaxation for the nitrogen nuclei. The parameters used are the same as those in the left column, except that in this case $k_{12}=k_{21}=k_{34}=k_{43}=0$. Both columns are similar in the slow exchange range. For $k>10^{4} \mathrm{~s}^{-1}$ the left column shows a selfdecoupling phenomenon. Not shown in this figure are the line shapes for $k>10^{11} \mathrm{~s}^{-1}$, which both in the presence and absence of ${ }^{14} \mathrm{~N}$ relaxation are similar than that presented in (a), right column.
denote $\mathrm{sp}^{2}$ hybrids directed towards $\mathrm{R}^{1}$ and $\mathrm{C}-1, \varphi_{3}$ points along $y_{F}$ and $\varphi_{4}$ along $z_{F}$ ). These effective charges are proportional to both the occupation numbers $a_{i}$ and the p character of each hybrid. A link between this method and the double-minimum potential model can be set if the properties of the population averaged tensor are ascribed to the quadrupole interaction occurring in (1c). The ratio between the populations $p_{a}$ and $p_{b}$ can be equated to the corresponding one between the effective charges in hybrids $\varphi_{4}$ and $\varphi_{3}$, equation (13) where the


Figure 5. Plot of the EFG principal components at $\mathrm{N}-1$ along the $x_{F}, y_{F}$, and $z_{F}$ axes as a function of $p_{a}$. The values of $\left|V_{i i} / \chi\right|$ were obtained by averaging the quadrupole tensors at (1a) and (1b) according to the site populations.

$$
\begin{equation*}
\frac{p_{a}}{p_{b}}=\frac{3\left(a_{4}-a_{1}\right)}{2\left(a_{3}-a_{1}\right)} \tag{13}
\end{equation*}
$$

factor (3/2) accounts for the different $p$ characters of $\varphi_{4}$ and $\varphi_{3}$. With this definition, Vega's reduced charge $c=\left(a_{1}-a_{4}\right) /\left(a_{3}\right.$ $-a_{4}$ ) becomes:

$$
\begin{equation*}
c=\frac{2 p_{a}}{5 p_{\mathrm{a}}-3} \tag{14}
\end{equation*}
$$

Values of $c$ in each of the four regions of Figure 5 are given in Table 2. Not only are they coincident with those derived by Vega, ${ }^{24}$ but also the labellings of axes are in agreement. It is interesting to note in this regard the experimental results reported by Garcia et al. ${ }^{25}$ on substituted imidazoles. For $=\mathrm{N}-$ groups, increasing hydrogen bonding causes $\chi$ to decrease and $\eta$ to increase, in agreement with predictions based on Figure 5 and Table 2 in the region near $p_{a}=0$. For $\mathrm{N}-\mathrm{H}$ groups it was found that $\chi$ decreases and $\eta$ increases with stronger hydrogen bonding, up to a point where the introduction of very strong donor species causes $\chi$ to reverse sign, and the $y_{\text {EFG }}$ and $z_{\text {EFG }}$ axes to interchange their directions. ${ }^{25}$ This agrees with the analysis of Figure 5 and Table 2 in the region $1 / 2<p_{a} \leq 1$. Thus it is reasonable to expect a splitting at $\mathrm{C}-1$ in the static model (1c) as given by equation (11), with $p_{a}$ measuring the degree of asymmetry of the single proton potential.

These results may be useful for the distinction of double- and single-minimum energy profiles when average NMR. lines are obtained at all accessible temperatures. In the appropriate range of exchange rates, a tautomeric equilibration may lead to the self-decoupling of the carbons adjacent to the exchanging nitrogens. In a single resonance structure, on the other hand, carbon lines should be split by an amount equivalent to that calculated as the population average of the partitions predicted for the extreme tautomers.

Available experimental data concerning the phenomenon under discussion are scarce. Few ${ }^{14} \mathrm{~N}$-containing solid samples showing proton exchange reactions have been hitherto studied by ${ }^{13} \mathrm{C}$ CPMAS spectroscopy. Residual dipolar coupling effects have been invoked to account for the solid state ${ }^{13} \mathrm{C}$ NMR spectra of certain free-base porphyrins in the slow regime. ${ }^{4 a, b}$ In the fast exchange limit, however, the large line width of the signals precluded the observation of clear self-decoupling effects. Recent results derived from CPMAS analyses of azo dyes indicated the possibility of collapsed splittings due to a fast N . . . O proton-transfer reaction. ${ }^{26}$ Work is in progress in other nitrogen-containing materials in order to support the conclusions reached in the present paper.

Table 2. Values of $\chi_{a v}, \eta_{a v}$, reduced charge, $c, \beta_{a v}^{D}$, and $\alpha_{a v}^{D}$ and labelling of EFG axes in the four regions of Figure 5.

|  | Range of $p_{a}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $0 \leq p_{a} \leq 1 / 3$ | $1 / 3<p_{a} \leq 1 / 2$ | $1 / 2<p_{a} \leq 2 / 3$ | $2 / 3<p_{a} \leq 1$ |
| $\chi_{\text {av }} / \chi$ | $\left(2-3 p_{a}\right) / 2$ | $-1 / 2$ | $-1 / 2$ | $\left(3 p_{a}-1\right) / 2$ |
| $\eta_{a v}$ | $3 p_{a} /\left(2-3 p_{a}\right)$ | $3\left(1-2 p_{a}\right)$ | $3\left(2 p_{a}-1\right)$ | $\left(3-3 p_{a}\right) /\left(3 p_{a}-1\right)$ |
| Range of $c^{a}$ | $0 \geq c \geq-1 / 2$ | $-1 / 2>c \geq-2$ | $-2>c ; c \geq 4^{b}$ | $4>c \geq 1$ |
| $\beta_{a v}^{\text {D }}$ | $90^{\circ}$ | $30^{\circ}$ | $30^{\circ}$ | $60^{\circ}$ |
| $\alpha_{a v}^{D}$ | $60^{\circ}$ | 0 | $90^{\circ}$ | $90^{\circ}$ |
| $x_{\text {EFG }}$ | $z_{F}$ | $z_{F}$ | $y_{F}$ | $y_{F}$ |
| $y_{\text {EFG }}$ | $x_{\text {F }}$ | $y_{F}$ | $z_{F}$ | $x_{F}$ |
| $z_{\text {EFG }}$ | $y_{F}$ | $x_{F}$ | $x_{\text {F }}$ | $z_{F}$ |

${ }^{a}$ This reduced charge has been previously defined by Vega (ref. 24) as $c=\left(a_{1}-a_{4}\right) /\left(a_{3}-a_{4}\right) .{ }^{b}$ The value of $c$ passes through $\pm \infty$ in this range.

## Conclusions

A model has been discussed which allows the study of the collapse of ${ }^{13} \mathrm{C},{ }^{14} \mathrm{~N}$ residual dipolar splittings in ${ }^{13} \mathrm{C}$ CPMAS spectroscopy of chemically exchanging ${ }^{14} \mathrm{~N}$-containing materials. The results show that a proton migration is likely to induce a nitrogen spin-lattice relaxation fast enough to decouple the carbon resonances from the effect of adjacent nitrogen atoms. A simple approach has been used to analyse the dependence of the signal shapes on rate constants, based on an analogy of the self-decoupling phenomenon with chemical exchange. In addition, the consequences of the existence of a single-minimum potential have been discussed. Simple ideas based on Vega's method for relating quadrupole parameters to the occupation numbers of the nitrogen p orbitals have been applied. It has been shown that carbon splittings should be observed in non-exchanging systems with different degrees of asymmetry in the proton potential, with magnitudes given by a population average of the splittings calculated for the extreme tautomeric structures.
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